
Solution to the Exercises of Lecture 13

Team Lecce (University of Salento)

Let us start proving a preliminary result concerning shifted essentially

bounded functions.
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Lemma. The shift operator is continuous with respect to ‖ · ‖Lp(Rd,γd) over

L∞(Rd) functions, i.e. for every f ∈ L∞(Rd), it holds f ∈ Lp(Rd, γd) and

lim
|h|→0

‖f(·+ h)− f‖Lp(Rd,γd) = 0.

Proof. Let us �x p ∈ [1,+∞), f ∈ L∞(Rd) and ε > 0. Since γd is absolutely

continuous with respect to the Lebesgue measure in Rd, we have the following

continuous immersions:

L∞(Rd) ↪→ L∞(Rd, γd) ↪→ Lp(Rd, γd).

So we obtain f ∈ Lp(Rd, γd). For all h ∈ Rd, let us de�ne fh := f(· + h);

obviously fh ∈ L∞(Rd) ⊂ Lp(Rd, γd), too. Let us observe that, for all r > 0,∫
B(0,r)C

|f(x+ h)− f(x)|p γd(dx) ≤ (2‖f‖∞)p γd(B(0, r)C) ∀h ∈ Rd,

then

lim
r→0+

∫
B(0,r)C

|f(x+ h)− f(x)|p γd(dx) = 0

uniformly for h ∈ Rd. This implies that there exists r1 > 0 such that∫
B(0,r1)C

|f(x+ h)− f(x)|p γd(dx) <
εp

2
∀h ∈ Rd.

Setting Gd the density function of γd with respect to the Lebesgue measure

Ld, we have Gd(x) ≤ 1 for every x ∈ Rd, then∫
B(0,r1)

|f(x+ h)− f(x)|p γd(dx) ≤
∫
B(0,r1)

|f(x+ h)− f(x)|p dx.

Now let us �x δ > 0 and consider |h| < δ. Since f ∈ L∞(Rd) ⊂ Lploc(Rd), we

have that f ∈ Lp(B(0, r1+δ)); it follows that there exists g ∈ C∞c (B(0, r1+δ))

such that

‖f − g‖Lp(B(0,r1+δ)) <
ε

3 · 2
1
p

. (1)
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By the Triangle Inequality, using the above notation to denote shifted func-

tions, we have

‖fh − f‖Lp(B(0,r1)) ≤ ‖fh − gh‖Lp(B(0,r1))︸ ︷︷ ︸
(I)

+ ‖gh − g‖Lp(B(0,r1))︸ ︷︷ ︸
(II)

+

+ ‖g − f‖Lp(B(0,r1))︸ ︷︷ ︸
(III)

.
(2)

Let us estimate addendum (I) in (2). Since B(h, r1) ⊂ B(0, r1 + δ), we have∫
B(0,r1)

|f(x+ h)− g(x+ h)|p dx
z=x+h
↓
=

∫
B(h,r1)

|f(z)− g(z)|p dz ≤

≤
∫
B(0,r1+δ)

|f(z)− g(z)|p dz < 1

2

(ε
3

)p
,

where last inequality follows from (1). So we obtain

‖fh − gh‖Lp(B(0,r1)) <
ε

3 · 2
1
p

. (3)

To estimate addendum (II), let us observe that g is uniformly continuous on

B(0, r1 + δ); in particular, there exists δ ≤ δ such that

|g(x+ h)− g(x)| < ε

3 [2Ld(B(0, r1))]
1
p

for all x ∈ B(0, r1) and for all |h| < δ. Then we have∫
B(0,r1)

|g(x+ h)− g(x)|p dx <
∫
B(0,r1)

εp

3p2Ld(B(0, r1))
dx =

1

2

(ε
3

)p
,

that is

‖gh − g‖Lp(B(0,r1)) <
ε

3 · 2
1
p

. (4)

Finally, we estimate addendum (III) using (1):

‖f − g‖Lp(B(0,r1)) ≤ ‖f − g‖Lp(B(0,r1+δ)) <
ε

3 · 2
1
p

. (5)

Using estimates (3), (4), (5) in (2) we have

‖fh − f‖Lp(B(0,r1),γd) ≤ ‖fh − f‖Lp(B(0,r1)) < 3 · ε

3 · 2
1
p

=
ε

2
1
p

.
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Then, for every |h| < δ, we obtain∫
Rd

|f(x+ h)− f(x)|p γd(dx) =

=

∫
B(0,r1)

|f(x+ h)− f(x)|p γd(dx) +

∫
B(0,r1)C

|f(x+ h)− f(x)|p γd(dx) <

<
εp

2
+
εp

2
= εp,

and so

‖fh − f‖Lp(Rd,γd) < ε,

proving the thesis.

Exercise 13.1. Let % : Rd → [0,+∞) be a molli�er, i.e. a smooth

function with support in B(0, 1) such that∫
B(0,1)

%(x) dx = 1.

For ε > 0 set

%ε(x) := ε−d%
(x
ε

)
, x ∈ Rd.

Prove that if p ∈ [1,+∞) and f ∈ L∞(Rd), then

fε(x) := f ∗ %ε(x) =

∫
Rd

f(y)%ε(x− y) dy,

is well de�ned, belongs to Lp(Rd, γd) and converges to f in Lp(Rd, γd) as

ε→ 0+.

Solution. Let us �x p ∈ [1,+∞) and prove that the spaces Lploc(Rd, γd) and

Lploc(Rd) are the same, i.e. that for every Ω ⊂ Rd such that Ω is compact,

one has

Lp(Ω, γd) = Lp(Ω). (6)

Last equality must be intended in a topological sense, not merely setwise.

Let us �x Ω ⊂ Rd with Ω compact and observe that

a := inf
x∈Ω

[
1

(2π)
d
2

exp

(
−|x|

2

2

)]
> 0.

This implies

a

∫
Ω

|f(x)|p dx ≤
∫

Ω

|f(x)|p γd(dx) ≤
∫

Ω

|f(x)|p dx,
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which is equivalent to

a
1
p‖f‖Lp(Ω) ≤ ‖f‖Lp(Ω,γd) ≤ ‖f‖Lp(Ω).

So the norms ‖·‖Lp(Ω) and ‖·‖Lp(Ω,γd) are equivalent, then (6) is proved. Now

we are ready to prove the required assertion.

Let f ∈ L∞(Rd). By previous Lemma, f ∈ Lp(Rd, γd) and, by Young's

inequality, fε is well de�ned, fε ∈ L∞(Rd) ⊂ Lp(Rd, γd), with

‖fε‖Lp(Rd,γd) ≤ ‖fε‖L∞(Rd) ≤ ‖f‖L∞(Rd)‖%‖L1(Rd) = ‖f‖L∞(Rd).

Now, for x ∈ Rd, we have

f∗%ε(x)−f(x) =

∫
Rd

[f(x−y)−f(x)]%ε(y)dy

z=
y
ε
↓
=

∫
B(0,1)

[f(x−εz)−f(x)]%(z)dz.

Using Jensen's inequality one obtains

|f ∗ %ε(x)− f(x)|p ≤
∫
B(0,1)

|f(x− εz)− f(x)|p%(z) dz.

Integrating last inequality and applying Fubini's Theorem we get∫
Rd

|f ∗ %ε(x)− f(x)|p γd(dx) ≤

≤
∫
Rd

(∫
B(0,1)

|f(x− εz)− f(x)|p%(z) dz

)
γd(dx) =

=

∫
B(0,1)

%(z)

(∫
Rd

|f(x− εz)− f(x)|p γd(dx)

)
dz.

(7)

We observe that the function

z 7→
∫
Rd

|f(x− εz)− f(x)|p γd(dx) = ‖f(· − εz)− f‖p
Lp(Rd,γd)

converges pointwise to 0 as ε goes to 0+, by the previous Lemma.

Moreover, since ‖f(·−εz)−f‖Lp(Rd,γd) ≤ 2‖f‖L∞(Rd), another application

of the Dominated Convergence Theorem in formula (7) yields∫
Rd

|f ∗ %ε(x)− f(x)|p γd(dx)
ε→0+−→ 0,

which proves the assertion.
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Exercise 13.2. Prove that for every k ∈ N, k ≥ 3, Ck
b (Rd) is dense in

Lp(Rd, γd) and that T (t) ∈ L(Ck
b (Rd)) for every t > 0.

Solution. For the �rst assertion, for every �xed f ∈ Lp(Rd, γd) and ε > 0, we

have to �nd a f ∈ Ck
b (Rd) such that ‖f−f‖Lp(Rd,γd) < ε. Since f ∈ Lp(Rd, γd),

we can choose r > 0 such that for Ω := B(0, r) we have∫
Ωc

|f(x)|p γd(dx) <
(ε

3

)p
,

that is

‖f − f1Ω‖Lp(Rd,γd) <
ε

3
. (8)

Recalling that Lp(Ω, γd) = Lp(Ω) and Cc(Ω) is dense in Lp(Ω), we can �nd

g ∈ Cc(Ω) ⊂ L∞(Ω) such that

‖f1Ω − g‖Lp(Rd,γd) <
ε

3
. (9)

Using Exercise 13.1, we can choose ε0 > 0 such that, for f := g ∗ %ε0 , we get

‖g − f‖Lp(Rd,γd) <
ε

3
. (10)

Inequalities (8), (9), (10) yield

‖f−f‖Lp(Rd,γd) ≤ ‖f−f1Ω‖Lp(Rd,γd)+‖f1Ω−g‖Lp(Rd,γd)+‖g−f‖Lp(Rd,γd) < ε.

Noticing f ∈ C∞b (Rd) ⊂ Ck
b (Rd), with Dαf = g ∗ Dα%ε0 and ‖Dαf‖∞ ≤

‖g‖∞‖Dα%ε0‖L1(Rd) for every multiindex α ∈ Nd
0, |α| ≤ k, we obtain the �rst

assertion.

To prove the second statement, let us �x k ∈ N, k ≥ 3, and f ∈ Ck
b (Rd).

Recalling the expression

T (t)f(x) =

∫
Rd

f(e−tx+
√

1− e−2ty) γd(dy),

by an iterated use of Proposition 12.14 (or directly by Lebesgue Theorem of

di�erentiation under the integral sign) we get for each t > 0 that T (t)f ∈
Ck(Rd) and, for every multiindex α ∈ Nd

0, |α| ≤ k:

DαT (t)f(x) = e−|α|t
∫
Rd

Dαf(e−tx+
√

1− e−2ty) γd(dy) =

= e−|α|tT (t)Dαf(x).
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Last equality combined with Proposition 12.11 yields

‖DαT (t)f‖∞ = e−|α|t‖T (t)Dαf‖∞ ≤ ‖Dαf‖∞.

It follows that

‖T (t)f‖Ck
b (Rd) =

∑
|α|≤k

‖DαT (t)f‖∞ ≤
∑
|α|≤k

‖Dαf‖∞ = ‖f‖Ck
b (Rd);

so T (t) is a contraction over the space Ck
b (Rd) for every t > 0 and the second

assertion is proved.

Exercise 13.3. Let {hj : j ∈ N} be an orthonormal basis of H contained

in Rγ(X
∗). Prove that the set Σ of the cylindrical functions of the type

f(x) = ϕ(ĥ1(x), . . . , ĥd(x)) with ϕ ∈ C2
b (Rd), for some d ∈ N, is dense in

Lp(X, γ) and in W 2,p(X, γ) for every p ∈ [1,+∞).

Solution. Let us prove that Σ is dense in Lp(Rd, γd).

Let us �x f ∈ Lp(X, γ) and ε > 0; recalling that Enf → f in Lp(X, γ) as

n goes to +∞ (Proposition 7.4.5), we can �nd d ∈ N such that

‖f − Edf‖Lp(X,γ) <
ε

2
. (11)

From Proposition 7.4.1 we have

(Edf)(x) =

∫
X

f(Pdx+ (I − Pd)y) γ(dy) = ϕd(ĥ1(x), . . . , ĥd(x)),

where

ϕd(ξ) :=

∫
X

f(
d∑
j=1

ξjhj + (I − Pd)y) γ(dy) ∈ Lp(Rd, γd)

since γd = γ ◦ (ĥ1, . . . , ĥd)
−1. Applying Exercise 13.2, we can �nd ψd ∈

Ck
b (Rd, γd), k ≥ 3, such that

‖ϕd − ψd‖Lp(Rd,γd) <
ε

2
.

De�ning the function g by

g(x) := ψd(ĥ1(x), . . . , ĥd(x)),

we have g ∈ Σ and, from last inequality, recalling γd = γ ◦ (ĥ1, . . . , ĥd)
−1,

‖g − Edf‖Lp(X,γ) <
ε

2
. (12)
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By estimates (11) and (12) we obtain

‖f − g‖Lp(X,γ) < ε,

which proves the �rst statement.

For the second request, let us notice that the set FC2
b (X) is dense in

W 2,p(X, γ) by de�nition, therefore we only have to prove that Σ is dense in

FC2
b (X).

To this aim, let us �x f ∈ FC2
b (X) such that f(x) = ϕ(l1(x), . . . , ld(x)),

with ϕ ∈ C2
b (Rd), l1, . . . , ld ∈ X∗, d ∈ N. We will �nd a sequence (fk)k∈N ⊂ Σ

such that fk → f in W 2,p(X, γ). Recalling Theorem 7.1.2, we have

x =
+∞∑
n=1

ĥn(x)hn

for a.e. x ∈ X; so, for every j = 1, . . . , d, we have

lj(x) =
+∞∑
n=1

ĥn(x)lj(hn) (13)

for a.e. x ∈ X.

For each k ∈ N, let us consider the real matrix Ak ∈ Rd,k de�ned by

Ak := (li(hp))i=1,...,d
p=1,...,k

and the function φk ∈ C2
b (Rk) de�ned by

φk(ξ) := ϕ(Akξ), ξ ∈ Rk.

Let fk ∈ Σ de�ned by

fk(x) := φk(ĥ1(x), . . . , ĥk(x)), ξ ∈ Rk.

It follows by de�nition that

fk(x) = ϕ

(
k∑

n=1

ĥn(x)l1(hn), . . . ,
k∑

n=1

ĥn(x)ld(hn)

)
=

=: ϕ

(
k∑

n=1

ĥn(x)l(hn)

)
,
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where we set l(hn) := (l1(hn), . . . , ld(hn)) ∈ Rd. From (13) and the continuity

of ϕ we have fk → f a.e. in X and, trivially, |fk(x)| ≤ ‖ϕ‖∞. An application

of the Lebesgue Dominated Convergence Theorem proves that fk → f in

Lp(X, γ).

Using the chain rule we obtain, for all j ∈ N

[∇Hfk(x), hj]H = ∂jfk(x) =


d∑
i=1

∂ϕ

∂ξi

(
k∑

n=1

ĥn(x)l(hn)

)
li(hj) j ≤ k,

0 otherwise.

Since ∂ϕ
∂ξi

is continuous for every i = 1, . . . , d, we have that

∂jfk(x)→
d∑
i=1

∂ϕ

∂ξi
(l1(x), . . . , ld(x)) li(hj) = ∂jf(x)

a.e. in X as k → +∞. Observing that

|∂jf(x)| ≤ ‖Dϕ‖∞
d∑
i=1

li(hj)

and applying the Dominated Convergence Theorem, we get ∇Hfk → ∇Hf

in Lp(X, γ;H).

Let us turn now to the second derivatives. As shown in Lecture 10, pag.

130, by a standard calculus routine we obtain, for k, s, t ∈ N:

[D2
Hfk(x)hs, ht]H =


d∑

i,j=1

∂2ϕ

∂ξi∂ξj

(
k∑

n=1

ĥn(x)l(hn)

)
li(hs)lj(ht) s, t ≤ k,

0 otherwise.

and

[D2
Hf(x)hs, ht]H =

d∑
i,j=1

∂2ϕ

∂ξi∂ξj
(l1(x), . . . , ld(x)) li(hs)lj(ht).

So we have

‖D2
Hfk(x)−D2

Hf(x)‖2
H =

=
+∞∑
s,t=1

[
d∑

i,j=1

(
∂2ϕ

∂ξi∂ξj

(
k∑

n=1

ĥn(x)l(hn)

)
1{1,...,k}(s)1{1,...,k}(t)+

− ∂2ϕ

∂ξi∂ξj
(l1(x), . . . , ld(x))

)
li(hs)lj(ht)

]2

.

(14)
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Applying Hölder inequality

‖D2
Hfk(x)−D2

Hf(x)‖2
H ≤

+∞∑
s,t=1

[(
2‖D2ϕ‖∞

)2
d∑
i=1

(li(hs))
2

d∑
j=1

(lj(ht))
2

]

which is, recalling ‖Rγli‖2
H =

∑
s (li(hs))

2,

‖D2
Hfk(x)−D2

Hf(x)‖H ≤ 2‖D2ϕ‖∞
d∑
i=1

‖Rγli‖2
H .

Recalling that ϕ ∈ C2(Rd) and using again Lebesgue Theorem to pass to the

limit as k → +∞ inside the sum in (14), we have ‖D2
Hfk(x)−D2

Hf(x)‖H →
0 a.e. in X. Finally, another application of the Dominated Convergence

Theorem proves that D2
Hfk → D2

Hf in Lp(X, γ;H).

Combining last convergence result with the previous ones, we get fk → f

in W 2,p(X, γ), which proves the required assertion.

Exercise 13.4.

(i) With the help of Proposition 10.1.2, show that if f ∈ W 1,p(X, γ) with

p ∈ [1,+∞) is such that ∇Hf = 0 a.e., then f is a.e. constant.

(ii) Use point (i) to show that for every p ∈ (1,+∞) the kernel of Lp
consists of the constant functions.

Solution. Let us �x an orthonormal basis {hk : k ∈ N} of H, hk = Rγĥk with

ĥk ∈ j(X∗) for all k ∈ N. Given f ∈ Lp(X, γ), let us consider the conditional

expectation of f with respect to the σ-algebra Σn generated by the random

variables ĥ1, . . . , ĥn (see Proposition 7.4.1), whose expression is

Enf(x) =

∫
X

f(Pnx+ (I − Pn)y) γ(dy) =: Enf(ĥ1(x), . . . , ĥn(x)),

where

Enf(ξ) :=

∫
X

f

(
n∑
k=1

ξkhk + (I − Pn)y

)
γ(dy), ξ ∈ Rn.

Let us preliminarly prove that, given a cylindrical function f of the form

f(x) = f(ĥ1(x), . . . , ĥd(x)), we have that f ∈ W 1,p(X, γ) if and only if f ∈
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W 1,p(Rd, γd), with

∂jf(x) =


∂f

∂ξj

(
ĥ1(x), . . . , ĥd(x)

)
j ≤ d,

0 j > d.

a.e. in X. (15)

Firstly, if f ∈ W 1,p(Rd, γd), then by de�nition there exist a sequence (fn)n∈N ⊂
C1
b (Rd) such that fn → f in W 1,p(Rd, γd). Recalling γd = γ ◦ (ĥ1, . . . , ĥd)

−1,

we have immediately that fn := fn ◦ (ĥ1, . . . , ĥd) → f ◦ (ĥ1, . . . , ĥd) = f in

W 1,p(X, γ), namely the �rst implication required.

Conversely, if f ∈ W 1,p(X, γ), we can �nd a sequence (fn)n∈N ⊂ FC1
b (X)

such that fn → f in W 1,p(X, γ). By Proposition 10.1.2, we have that

Edfn → Edf = f in W 1,p(X, γ). (16)

Now, using the representation formula, we have

Edfn(x) =

∫
X

fn(Pdx+ (I − Pd)y) γ(dy) =: fn,d(ĥ1(x), . . . , ĥd(x)),

where

fn,d(ξ) :=

∫
X

fn

(
d∑

k=1

ξkhk + (I − Pd)y

)
γ(dy), ξ ∈ Rn. (17)

By (16), we have fn,d ◦ (ĥ1, . . . , ĥd)→ f ◦ (ĥ1, . . . , ĥd) = f in W 1,p(X, γ), i.e.

fn,d → f in W 1,p(Rd, γd). So the required equivalence is proved and formula

(15) follows as in Proposition 10.1.2.

Now we are ready to prove statements (i) and (ii).

(i) Let us �x f ∈ W 1,p(X, γ), with p ∈ [1,+∞), such that ∇Hf = 0 a.e.

in X. From Proposition 10.1.2 we have Enf ∈ W 1,p(X, γ) and

∇H(Enf) = En(Pn∇Hf) a.e. in X. (18)

Let fn ∈ W 1,p(Rn, γn) as in (17) such that

Enf(x) = fn(ĥ1(x), . . . , ĥn(x)).

Recalling Proposition 9.1.6, we have fn ∈ W
1,p
loc (Rn)and, from (18) and

(15), ∇fn = 0 a.e. in Rn; so there exists an ∈ R such that fn = an a.e.

in Rn. This fact implies that Enf = an a.e. in X. Recalling that

f = lim
n→+∞

Enf = lim
n→+∞

an

in W 1,p(X, γ), we conclude that f is constant a.e. in X.
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(ii) Fixed p > 1, every a.e. constant function belongs obviously to D(Lp)

and for all c ∈ R it holds Lpc = 0.

Let now f ∈ D(Lp) such that Lpf = 0; we claim that f is constant. To

prove this assertion, let us observe that

d

dt
T (t)f = LpT (t)f = T (t)Lpf = 0 (19)

for every t ≥ 0. So t 7→ T (t)f is constant in [0,+∞), then T (t)f =

T (0)f = f for every t ≥ 0. Then, for every t > 0, f = T (t)f ∈
W 1,p(X, γ) by Proposition 12.1.6(ii). Moreover, by Proposition 12.1.6(i),

we have for every t > 0

∇Hf = ∇HT (t)f = e−tT (t)(∇Hf),

so

|∇Hf |H ≤ e−t|∇Hf |H .

Since the second addendum tends to zero as t goes to +∞, it results

|∇Hf |H = 0. Then ∇Hf = 0 a.e. in X, so, by part (i), f is a.e.

constant in X and assertion (ii) is proved.
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